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ABSTRACT
We introduce a new usability walkthrough method called Col-
laborative Critique (CC), which is inspired by the human-
computer collaboration paradigm of system-user interaction.
This method applies a “collaboration lens” to assessing the
system’s behavior and its impact on the user’s efforts in the
context of the task being performed. We present findings
from a laboratory evaluation of the CC method with usabil-
ity practitioners, in which the results of the CC walkthrough
were compared to a benchmark set of problems collected via
user testing with two experimental Enterprise Resource Plan-
ning (ERP) system tasks.The development of this new usabil-
ity evaluation method was driven by the need for an approach
that assesses the adequacy of the system’s support for reduc-
ing the user’s cognitive and physical effort in the context of
the interaction.
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INTRODUCTION
Despite the plethora of available usability methods, design-
ing and evaluating information systems for usability remains
a challenge due to the inherent complexity of designing for a
broad range of users performing a variety of tasks [2]. In this
paper, we present the Collaborative Critique (CC) - a new us-
ability walkthrough method that is based on the step-by-step
evaluation of how well the system supports a user working
on a task. Findings from our initial experimental evaluation
in the domain of enterprise information systems are encour-
aging, with walkthrough teams predicting a majority of the
usability issues identified by the user study. Coverage of is-
sues associated with error situations, which are explicitly ad-
dressed by the CC method, are particularly strong.
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Usability inspection methods, such as Heuristic Evaluation
(HE), Heuristic Walkthrough (HW) and Cognitive Walk-
through (CW), remain a “key technique” [10], although re-
searchers and practitioners have acknowledged their deficien-
cies. These deficiencies include limiting the usability analysis
according to a set of heuristics or specific user difficulties; the
limited consideration of the context of the system-user inter-
action; and little analysis of problem causes, leading to diffi-
culty in generating appropriate fixes [9, 24]. The CC method
aims to mitigate some of these problems by explicitly invok-
ing the context of the interaction in the evaluation, including
the task context and the user’s experience and role. It consid-
ers the total effect of the interaction on the user’s cognitive
and physical efforts and evaluates specific components of the
system’s behavior.

Like a Cognitive Walkthrough, a Collaborative Critique in-
volves evaluators going through a step-by-step scenario of
using the system to perform a task while answering a set
of questions. In formulating the CC questions, we have em-
ployed the human-computer collaboration paradigm [21] be-
cause it provides a useful framework for assessing the effec-
tiveness and efficiency of system-user interactions while po-
tentially addressing several limitations of the popular usabil-
ity inspection methods mentioned above. Human-computer
collaboration does not require the system to emulate human
behavior, since computers and people have very different and
sometimes opposite strengths. Instead, in accordance with
theory of collaborative behavior (e.g. [12, 5]), it emphasizes
the need for the system to behave in a goal- and context-aware
way, provide effective means of communication and informa-
tion sharing to facilitate efficiency of joint user-system oper-
ation, and help the user resolve problems that arise during the
interaction instead of merely reporting the errors [11].

The CC questions were derived using theory of collaboration
[12, 5] and systematically assess the system’s behavior on a
task as well as the cognitive and physical effort expended by
the user. We note that in system behavior we include not only
the dynamics of its interaction with the user, but also the way
the system presents itself, i.e. the static components of the
user interface.

To test the CC method, we conducted a laboratory study
aimed at comparing the results of the collaborative critique
by usability professionals with the results of user testing in
the domain of Enterprise Resource Planning (ERP). Part one
of the experiment consisted of user testing of two task scenar-
ios with subsequent analysis of the collected usability data by
the authors of this paper. Part two involved usability profes-



sionals evaluating the user-tested task scenarios with the CC
walkthrough. Findings from comparing the CC-based pre-
dictions to the actual usability problems identified in the user
study are presented here.

ERP systems, which integrate information and manage pro-
cesses from across the organization, were chosen for our test-
ing because of our knowledge of the realities of use of these
complex systems [22, 4], as well as the relevance and signifi-
cant impact of their usability on a large constituency of users.
Our familiarity with this domain from our field work enabled
the selection of realistic task scenarios and the preparation of
user training materials similar to those found in the field.

The paper is organized as follows: after presenting a review
of related literature, we introduce the CC method and ques-
tions. This is followed by a description of the experimental
methodology and analysis of the study data. We conclude
with a discussion of the results.

RELATED WORK
A thorough summary on the state of usability inspection
methods and their evaluation methodologies is presented in
[10]. As noted there, while the popularity of inspection meth-
ods has decreased in the past decade, they remain an essential
and useful tool for cost-efficient assessments of interfaces at
the early stages of development that can be applied to driv-
ing design iterations and used as an educational tool for user
experience professionals and designers.

Collaborative Walkthrough(CW) [23, 14] is the method most
closely related to the Collaborative Critique. Like CW, whose
design was based on theory of learning to evaluate learnabil-
ity of interfaces, CC is theoretically motivated but focuses on
evaluating the collaborative strength of the system. CC and
CW have very similar procedures of step-by-step evaluation
of the task interface, but in our method the evaluators are also
encouraged to explore the interface if necessary for answer-
ing the CC questions. The scope of the aspects of the system-
user interaction evaluated by the CC questions is broader than
CW’s and includes the adequacy of the system’s support of
the user’s cognitive and physical effort in the context of the
overall task. CC pays special attention to evaluating system-
user support in error situations because, as we found in our
field studies [4], they are a major source of user angst and
a time sink for diagnosing and fixing problems yet are ordi-
narily overlooked in usability evaluations. The theoretically
derived systematic focus on the system’s static and dynamic
behavior is what also distinguishes our method from the em-
pirically motivated HE [16] and the hybrid HW [20] methods.

The methodology of evaluation and comparison of the walk-
through methods has matured in the past years [20, 13]; how-
ever, challenges remain due to the absence of a generally ac-
cepted framework for usability problem categorization. As a
result, usability problem counts, on whose basis the assess-
ments and comparisons are made, are subjective and depend
on the abstraction level used in a particular study [10, 13].
This makes it difficult to make a meaningful comparison of
the results of the CC evaluation presented in this paper to the
results of other studies. For example, Hartson et al. [13] cite

a number of studies with a wide range of thoroughness and
validity measures for the same method.

The process of moving from the candidate problem discov-
ery stage of the inspection methods to problem confirmation,
which includes analysis of causes and the seriousness of the
problem’s impact on user performance, remains one of the
key challenges for usability inspection methods. Andre et al.
[3] have argued that these difficulties can be partially allevi-
ated by using a systematic framework for guiding the assess-
ment of the candidate problem data. They have proposed a
User Action Framework (UAF), which is closely related to
Norman’s theory of action’s model of interaction [17]. UAF
organizes the interaction events into three major components:
planning goals and intentions for physical action, physical ac-
tion, and assessment of the outcome and system response.
These components are further elaborated into several levels
of more detailed categories. The authors report a high degree
of reliability (the degree of agreement by trained usability an-
alysts in classifying usability problems according to UAF)
from their laboratory study of 10 usability analysts catego-
rizing 15 usability problems. The CC questions (fig. 1) map
to the categories of UAF as well as to Norman’s action the-
ory in a straightforward way, which suggests that reliability
properties of UAF may apply to the Collaborative Critique.

On a different front, several researchers have noted the need
for developing usability evaluation methods and practices for
complex information systems [15, 19, 8]. The work presented
in this paper is a step in that direction. While the CC method
is not directly intended to address all of the challenges of
complex problem solving, as defined by Mirel [15], it places
an emphasis on evaluating system usefulness within the task
context by focusing on the system’s strength-as-a-partner in
an interaction [11, 4] and the resulting efforts put forth by the
user. Development of inspection-based usability methods for
complex domains is especially important due to the fact that
user testing in such domains requires recruiting expert users
who may not be readily available in sufficient numbers.

COLLABORATIVE CRITIQUE METHOD
Collaborative Critique is a walkthrough method that aims to
assess system usability from the standpoint of the Human-
Computer Collaboration (HCC) paradigm of system-user in-
teraction. HCC views the interaction of a user with a system
as a process in which they work together on a common goal
[21, 11, 12]. We followed the “theory as insight” approach
[11] and designed the Collaborative Critique to capture and
assess the aspects of system behavior that are essential to an
effective collaboration between the system and its user.

CC questions
Virtually all of the theoretical accounts of collaboration in-
clude the following essential attributes [21]: the parties share
a goal of their collaboration and have plans for accomplish-
ing it. Goals and plans may be incompletely specified in the
beginning and refined in the course of action. Furthermore,
partners have a shared context of interaction, and communi-
cate with each other to maintain the shared context and refine



Collaborative Critique Questions

1. Will the user find the options for what he wants to do in the current screen?

2. For the user to figure out what to do now:

(a) How much exploration is involved?
Considering users with a range of experiences, answer with a number 1..5, where:
1: most users will know what to do right away
2: some users will have to explore to figure out what to do
3: most users will have to explore to figure out what to do
4: most users will have to explore and some will be unable to figure out what to do
5: most users will have to explore and most will be unable to figure out what to do

(b) How much confusion is involved? Considering users with a range of experiences, answer with a number 1..5, where:
1: most won’t be confused
2: some will be somewhat confused
3: most will be somewhat confused
4: some will be very confused
5: most will be very confused

3. Is the system using knowledge of the task in general, the current user, and the context of the current action to the fullest extent
in order to:

(a) appropriately guide the user?
(b) reduce the effort involved in user input?

4. After execution of the current action, will the user understand

(a) what progress has been made so far toward completing the overall task?
(b) what remains to be done in order to complete the overall tasks?

The following three questions must be answered only in case an error condition is reported.

5. Does the system display information that clearly explains the problem to the user?

6. Does the system present steps the user can take for possible corrective actions?

7. Does the system present an easy way to take corrective actions?
Figure 1. CC Questions

their goals and plans. Such communication need not neces-
sarily be verbal - systems and users communicate using com-
mon interface features, visual cues, and input devices [11].
In addition to the italicized attributes in the previous para-
graph, Bratman’s account of collaboration [5] and Shared-
Plans model of Grosz and Kraus [12] emphasize the parties’
commitment to the success of the joint action, which requires
their commitment to the success of their fellow collaborators.
Learning, adapting and other kinds of helpful behavior that
maximize the chances of success, are implied by this commit-
ment. In the context of system-user interaction, the system
provides the functions that need to be invoked to achieve the
goal. Instead of waiting for the user to seek and enact them, a
helpful collaborator-system can often successfully anticipate
the need based on the current task context and prior history
of interaction, presenting the user with appropriate choices.
Last, but not least, collaboration also requires participants to
help a partner who is having a problem accomplishing his or
her part of the work [5].

The CC questions presented in figure 1 are intended to be

answered for every step of an action sequence, like in a Cog-
nitive Walkthrough. They ask the evaluator to assess if the
system performs according to the tenets of collaboration and
how much cognitive and physical effort is required of the user
to be effective in working with the system on the task.

Question 1 assesses if the user will be able to relate their
next goal (action) to the system-presented context and will
be able to communicate that goal (action) to the system. Al-
though the question is about the user, it indirectly assesses
if the system’s presentation of the context of the interaction
and its means of communicating with the user are adequate.
Questions 2(a) and 2(b) are intended to provide two sum-
mary numeric measures reflecting the cognitive (confusion)
and physical (exploration) efforts involved in the user deter-
mining how to proceed in the current situation. The provided
numeric scale of responses reflects the severity of the prob-
lem relative to the population of users. A summary descrip-
tion of the typical user’s knowledge and experience with the
task and the system interface is given to evaluators with every
critique and is intended to guide their answer to this and other



questions. The confusion and exploration metrics should help
guide post-walkthrough decisions on whether the problem is
serious enough to require a fix.

Questions 3(a) and 3(b) evaluate if the system is sufficiently
helpful in guiding the user’s actions and reducing the user’s
cognitive and physical efforts in performing the current step.
Question 4(a) assesses the effectiveness of the system’s com-
munication on the progress accomplished thus far, and 4(b)
focuses on the system’s ability to keep the user informed
about the possible plans for further action, which should help
the user in determining what to do next.

Questions 5-7 focus on the system’s helpfulness in error situa-
tions: whether the system provides a meaningful explanation
of the error, presents possible fixes, and gives the user easy
access to corrective actions.

CC Procedure
A Collaborative Critique of a user interface is performed by
one or more evaluators familiar with the method for a given
task specification based on a given sequence of actions-steps
involved in achieving the task goals. The background infor-
mation provided to each evaluator includes the general de-
scription of the evaluated task and related system functional-
ity, as well as a profile of a typical user. The evaluators are
given a spreadsheet (henceforth, CC Template), in which all
the steps of the action sequence are listed along with space
for recording the answers to the CC questions (fig. 1) at each
step.

The evaluators are instructed to perform the following for
each step of the action sequence:

1. See if they can discern the next action to be performed
based on the task description and their own exploration of
the interface.

2. Check the next action-step listed in the action sequence to
see if they are proceeding correctly.

3. Perform the action as specified in the sequence.
4. Record their answers to CC questions 1-4 in the spread-

sheet. For all questions except 2(a) and 2(b), the possible
answers include “yes,” “no,” or “NA” (Not Applicable); A
“no” answer must be explained. Explanations to other an-
swers are not required.

5. If an error is reported by the system, record the error and
answer questions 5-7.

In the next section, we describe the experimental methodol-
ogy we used to test the CC walkthrough.

EXPERIMENTAL METHODOLOGY
An experimental evaluation of the Collaborative Critique was
performed for assessing the effectiveness of this method at
predicting usability issues with an ERP system from a lead-
ing manufacturer. There were two components to this eval-
uation: (1) a laboratory-based empirical user study, and (2)
CC walkthrough evaluations. The purpose of the user study
was to identify usability issues experienced by users perform-
ing two tasks with the ERP system. Teams of usability pro-
fessionals conducted CC walkthroughs of those same tasks

with the same ERP system. Issues identified by the user study
provided a benchmark for analyzing responses to each of the
walkthrough questions. A pilot study with three participants
[18] informed the design of the final user experiment, while
pilot walkthroughs with two participants informed the design
of the final CC method.

In this section, we first describe the two tasks that were cho-
sen from three piloted tasks. We then describe the partici-
pants, the experimental setup, and the protocol for each study.

Experimental Tasks
The two tasks chosen for evaluation in the user study and the
Collaborative Critique were an Authorizations task (Task 1)
and a Purchase Order task (Task 2). Task 1 is a typical ad-
ministrative task whose purpose is to create an authorization
profile for a new user. This task has 52 steps and is com-
prised of these subtasks: create a new role, associate the new
role with an authorizations profile, create a new user, assign
the role to the user, and log on as the new user. Task 2 is a
commonly performed transactional task whose goal is to cre-
ate and submit a Purchase Order (PO). This task has 66 steps
and involves filling in the required information to multiple
sections of a PO and then submitting the completed product.
Task 2 was also designed to include three likely error situa-
tions.

The following materials were created for each task for use in
the experimental evaluation:

- Task description document outlining the task to be per-
formed and containing the data needed to log in and perform
that task. Figure 2 shows a partial snapshot of this document
for the PO task.

!

!

!

Create a purchase order with ME21N – Vendor/Supplying Plant Known.  

Vendor: Dell Computers 
Purchasing Organization: IDES USA (code 3000) 
Company Code: IDES US INC (code 3000) 
Purchasing Group: P99 IDES SG G99 (Ext) 
Materials:  

o Dell Latitude D600 
o Dell Workgroup Laser Printer 2500N 
o Telephone AT Company Modell AT-12 
 

Quantity:  
! !!!!!!!!!"!

!Figure 2. Partial snapshot of task description document for Task 2

- Task training document containing an overview of the task
followed by step-by-step instructions and screenshots on how
to perform the task using different data from that for the ex-
periment.

- Task video tutorial showing the ERP screen as an instructor
describes and performs the task using the same data as in the
task training document.

- Task action sequence with step-by-step instructions on how
to perform the task using the data for the experiment.



The following sections on the user study and CC walkthrough
methodologies include descriptions of how these materials
were used.

User Study Methodology
We adapted the user-reported critical incident technique [7]
to a laboratory-based user study via an approach similar to
[1], in which users reported on negative incidents, or usabil-
ity issues, while performing a task with a system. This was
followed by retrospective reporting [6] for providing the re-
searcher with additional clarity on the context and nature of
the problems encountered from the participant’s perspective.
Each participant first viewed a video tutorial on the task, fol-
lowed by a video tutorial on reporting usability issues. Next,
he performed the task and reported any usability issues as
they were encountered, with all system interactions and ver-
balizations recorded by screen- and audio-capture software.
After completing the task, the participant and a researcher to-
gether reviewed the video of the user session and discussed
the usability issues the participant had experienced.

Participants
For this study we sought participants who had varying levels
of experience with ERP systems and some degree of business-
related work experience, to reflect the typical user popula-
tions found in the workplace. Twenty participants, all with
at least some exposure to using an ERP system, were re-
cruited and randomly assigned to each of the two tasks. Sev-
enteen had full-time work experience, while three had part-
time experience. Table 1 shows their levels of ERP exper-
tise, where the scale item of “novice” indicates little to no
experience, “intermediate” indicates a moderate level of ex-
perience, and “expert” indicates considerable experience. All
were college-educated, with nineteen holding either graduate
or undergraduate business degrees or enrolled in business de-
gree programs. The participants were compensated for their
time following their study sessions.
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Table 1. User study participants.

Setup
Each participant was provided with two laptops. One of these
was used solely for viewing the video tutorials and was re-
moved when the training had concluded. The other had the
following software installed on it: the ERP client for use in
training and task performance, a word processing application
for note-taking, screen- and audio-capture software, and a
Java application for reporting usability problems during task
performance.

Protocol
Each study session was conducted with an individual partici-
pant in a laboratory setting. The four components of the study
were designed to fit into a two-hour session, though no time
limitations were imposed. The components were performed
sequentially as follows:

1. Viewing of the task video tutorial (30 minutes). The partici-
pant was instructed to view the video tutorial for the task he
would be performing and encouraged to follow along with
it using the ERP client running on the other computer. The
participant was also told that he could take notes either on
paper or in a word processing document and would be able
to refer to those notes when actually performing the task.
The video could be paused or replayed by the participant as
needed. For Task 2, the video did not include the same er-
rors that would be introduced to the experimental task, but
the instructor in the video did demonstrate interface uses
that would be helpful in resolving such issues.

2. Viewing of the video tutorial on usability issues (10 min-
utes). The participant then viewed a video tutorial on how
to identify and report usability issues, which were defined
in the video as anything in the system that is overly con-
fusing or difficult to understand, requires too much effort,
causes difficulties in performing the whole task or individ-
ual steps, or leads to frustration. It was stressed that it was
the system, not the participant’s performance, that was be-
ing evaluated. The instructor identified three issues that
arose while she was performing different tasks from those
in the experiment. To report an issue, the participant was
instructed to click on the “Report” button appearing on the
screen with the ERP client and then type the problem de-
scription into the text area opened in response to the click.
He was also instructed to speak out loud about the problem.

3. Performing the task (45 minutes) The participant was pro-
vided with the task description document (see fig. 2) for
either Task 1 or Task 2. This document contained the data
required for performing the task but did not provide de-
tailed instructions. The participant was also reminded that
he could access any notes taken during training and could
call upon a researcher if he was unable to proceed without
external help. The ERP client was launched for the partic-
ipant, who then proceeded with the task.

4. Retrospective reporting (30 minutes) Upon task comple-
tion, a researcher and the participant reviewed the video
recording of the task session and the issues that had been
logged with the Report button feature. The participant was
also invited to discuss any issues that had not been reported
for any reason, with the video serving as a reminder. For
each user-reported issue identified either during task per-
formance or in the review, the participant was asked for the
following information: (1) Problem description, (2) Confu-
sion level from 1 (not confused) to 4 (extremely confused),
(3) Frustration level from 1 (not frustrated) to 4 (extremely
frustrated), (4) What the participant had expected to hap-
pen, and (5) How the participant resolved the issue.

CC Walkthrough Methodology
CC walkthroughs were performed in a laboratory setting by
two-person teams of usability professionals. The teams were
randomly assigned to the two tasks, and each performed their
evaluations independently. Several days prior to their sched-
uled evaluation, team members were sent training materials
to review on the task and on the CC method.

At the time a walkthrough was conducted, all system inter-
actions and verbalizations of evaluators were recorded by
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Table 2. Collaborative Critique participants.

screen- and audio-capture software. A total of seven teams
performed the walkthrough. The results of three of those eval-
uations were discarded because of evaluators not completing
the required training and failing to include explanations for
questions in the template answered with a “no,” as required
by the CC method. Henceforth, all walkthrough references
are to the results of the remaining four teams.

Participants
The eight participants in the CC walkthrough evaluations
were randomly assigned to two-person teams, with two of
those teams evaluating Task 1 and the other two evaluating
Task 2. All were usability professionals with related graduate
degrees. Table 2 contains summary information on the partic-
ipants. The rankings for ERP experience uses the same three-
level scale as in the user study. Participants ranked them-
selves on their proficiency in usability evaluation using this
five-level scale: no experience, beginner, intermediate, ac-
complished, or expert. The last column in the table specifies
the combined total number of years that the two evaluators in
each team have spent performing usability evaluations in the
field. Participants were compensated for their participation
following the walkthrough session.

Setup
Each walkthrough team was provided with one desktop and
one laptop computer. The CC template was on the desktop,
which had a larger screen for easier viewing. The laptop was
equipped with the task training video, the ERP client, and
screen- and audio-capture software.

Protocol
Several days prior to their scheduled evaluation, each partici-
pant in the walkthrough team was sent the following materials
to review for an estimated time of one hour: (1) Collaborative
Critique documentation describing the method, including the
CC questions, explanations of the purpose and intent of each
question, and an example demonstrating a CC walkthrough
evaluation of a basic calendar task, and (2) the task train-
ing documentation for the ERP task. In addition, they were
sent the walkthrough session procedure and a questionnaire
to complete and return by the start of their session.

The protocol for the CC walkthrough session, which was in-
tended to fit into a three-hour timeframe, was as follows:

1. Question and answer period with one of the researchers on
the materials provided prior to the session (5 minutes).

2. Viewing of the task video tutorial (Task 1 - 20 minute video,
Task 2 - 22 minute video). The team members were shown
the same task video tutorial as the users, in order to learn

about the degree of the users’ familiarity with the evaluated
interface. Evaluators were not given the option of practic-
ing along with the video.

3. Review of evaluation materials (10 minutes). The team was
provided with a binder containing the following materials,
which they were given time to review and ask questions
about:

• Task description document (same one as was given to
the users).

• Task action sequence.

• Collaborative Critique documentation.

• Task training documentation.

• User specification, containing a general description of
the users and assumptions about their knowledge in
regard to performing the task with the ERP system.

The team was then shown the CC template, in which the
task was divided into subtasks, with each subtask contain-
ing one or more actions to be performed. Actions were
further broken down into sub-actions as needed. For ex-
ample, Task 2 includes the subtask of starting a new PO,
which includes the action of specifying a vendor, which is
comprised of five sub-actions. This structure corresponds
to the step-by-step instructions in the task action sequence.

The team was instructed to select one person to navigate
the ERP client and the other to enter responses to each CC
question after discussing them together. They were further
instructed about the importance of providing explanations
to any question responded to with an answer of “no.”

4. Performing the walkthrough (120 minutes). The ERP client
and recording software were then started, and the team per-
formed the walkthrough in accordance with the task action
sequence, with one team member navigating the ERP client
and the other recording the agreed-upon responses to each
question in the CC template.1 Participants had access to all
materials in the binder throughout the walkthrough, and a
researcher was on hand should any questions arise.

5. Review (10 minutes). Upon completion, a researcher asked
for any comments or questions on either the CC method or
the experience overall.

DATA PROCESSING AND ANALYSIS
In this section, we describe the data processing and analy-
sis and present findings from the user study and the walk-
throughs, with evaluations of the Collaborative Critique based
on outcomes from the user study.

1There was a deviation to the protocol concerning Team D, which
had not finished the walkthrough within a three-hour timeframe. At
the end of three hours, one of the team members chose to continue
with the walkthrough, while the other did not. A researcher took
over the task of transcribing the remaining team member’s responses
to the CC template in the interest of saving time, but there was no
discussion of those responses.



User Study Data Processing: Usability Problem Instances
The first step in identifying usability problem instances in-
volved a detailed review of the video recordings from the user
sessions, with each of the three researchers responsible for
the data from a subset of the participants. The user’s actions
were transcribed on a step-by-step basis to a template con-
taining the task action sequence, and the following informa-
tion was recorded: if the step was attempted (yes/no), if the
user was successful in completing the step (yes/no), if there
was a system error/warning message (description if yes), the
exploration time if 15 seconds or more, and exploration notes
documenting what happened during the exploration.

The user-reported issues entered with the Report button dur-
ing task performance or documented during retrospective re-
porting were also transcribed to the template. For each is-
sue, the following was recorded: the time of occurrence, the
user’s description of the issue, the researcher’s summary of
the user’s response, the confusion and frustration levels re-
ported by the user, what the user expected to happen, and
how the user got around the issue.

The transcripts were then merged by task and reviewed by
two or three researchers. In the process, the researchers
identified and agreed upon additional issues that users had
failed to report, which were characterized by long exploration
times, non-completion of the step as specified, confused be-
havior that did not progress the task, etc. User-reported and
researcher-identified issues within each step, herein referred
to as usability problem instances, were then annotated in the
merged transcript to indicate if the user was unable to com-
plete the step, resulting in a negative effect on the final out-
come of the task; requested help from a researcher to com-
plete the step; pursued the wrong path as a result of the prob-
lem but was able to recover; or consulted notes taken during
training to resolve the problem.

Problem instances were then classified by problem type, with
repeated instances of the same problem assigned the same
type identifier. In addition to the problem instances and prob-
lem types in our subsequent analysis of the data, we use the
number of problem types per step (PTPS), which refers to
the set of distinct problem types within a step. PTPS is a use-
ful level of abstraction because it considers problem instances
within the step context while distinguishing one problem type
from another. This allows the assessment of the breadth of
different problem types predicted for each step of evaluation.

The number of all usability problem instances, what number
and percent of them were user-reported, the number of PTPS,
and the number of problem types identified by the researchers
by task and across both tasks are presented in table 3.
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Table 3. Summary of usability problem information collected from the
user study.

CC Prediction Statistics
The value of a usability evaluation method is largely reflected
by its ability to predict the issues that users would actually
experience. To that end, we evaluated each of the problem
instances from the usage data in terms of whether it was pre-
dicted or missed by each of the walkthrough teams perform-
ing the evaluations.

A problem instance was marked as predicted if the response
of the evaluation team to one or more of the CC questions
for the step in which the issue was reported described the is-
sue directly or identified its cause. In making this determi-
nation, the researcher reviewed the full record of the problem
instance in the merged transcript, which included information
collected from the user and the transcriptions of the video. In
addition, some problem instances were marked as predicted
due to evaluator responses to other steps. For example, the
evaluators may have experienced the same error as the user
but in a different step, referred to a usability problem as be-
ing global, or noted problems with the system’s response that
caused a user-reported problem in the subsequent step. For
each problem instance marked as predicted, the researcher
noted the step and the questions that contained the predicting
response.

Any problem instances that were not predicted were marked
as missed. Missed instances were further classified as pre-
dictable or unpredictable. A predictable issue was one that
occurred when the user was performing a step in the cor-
rect task sequence or when the user was performing a step
outside of that sequence and the walkthrough team also per-
formed that step. A user may have performed such a step
if she veered from the correct path, followed a different se-
quence in performing the task, or experienced unanticipated
system behavior, such as an error caused by the loss of the in-
ternet connection. An evaluation team could have performed
the same out-of-sequence step as a result of system explo-
ration, which was encouraged by the method (see step 1 of
the CC Procedure), or due to experiencing the same unantic-
ipated system behavior as the user. A problem instance was
considered unpredictable if it occurred in an out-of-sequence
step that was not performed by the evaluation team or if the
user-reported issue was associated with the quality of the data
used in the ERP system configuration, which the CC evalua-
tion is not meant to address.

Table 4 shows the number and percent of problem instances,
problem types per step, and problem types that were predicted
by the CC method out of those that were predictable by team,
by the two teams per task, and by all teams. The percentages
reflect the thoroughness of the method, which has been de-
fined by Sears [20] as the proportion of the number of real
problems found to the number of real problems that exist.
The teams assigned to Task 2 had higher thoroughness ratings
than those assigned to Task 1, both individually and together.
This is partly attributable to the Task 2 teams engaging in
more exploration of the system than the Task 1 teams, thereby
encountering more of the issues experienced by users in out-
of-sequence steps. In addition, these teams typically provided
more detailed explanations in their responses to the CC ques-



tions, which resulted in more issues being identified within
each step. The differences in Task 1 and Task 2 teams’ ap-
proaches to the evaluation may be a result of the Task 2 teams
having much more field experience than the Task 1 teams (see
table 2).
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Table 4. Thoroughness measures for CC method.

Predictions by Severity
Severity ratings are used to differentiate significant issues
from more trivial ones, thus adding another dimension to the
thoroughness of an evaluation. We assigned severity ratings
on usability problem instances based on user-reported confu-
sion and user reported frustration (both ranging from 1 to 4,
with possible intermediary values such as 2.5), exploration
time (in seconds), success in completing the step, and ef-
fect on task outcome. We considered confusion and frustra-
tion levels from 1 to 2 to be indicative of less severe prob-
lems, while levels from 3 to 4 indicated more severe prob-
lems. Confusion was considered to be somewhat more im-
portant than frustration, since it is more likely to hinder user
performance; exploration times were therefore compared to
user-reported confusion levels. We found that no confusion
on a step was typically associated with exploration times of
30 seconds or less, low levels of confusion with exploration
times in the 30 to 60 second range, higher levels of confusion
with 60 to 120 seconds, and the highest confusion with 120
or more seconds.

Problem instances were rated on a three-point scale ranging
from 1 for least severe to 3 for most severe. The most severe
rating was assigned to any problem instance that had a neg-
ative effect on the outcome of the task. It was also assigned
to instances in which the user was not successful in complet-
ing the step in which the issue occurred and spent at least 120
seconds on exploration, or the user had both confusion and
frustration levels of at least 3, or the user had either confu-
sion or frustration levels of 3 or more and spent at least 120
seconds on exploration. An example is where a user reported
a confusion level of 4 when it took over 6 minutes to identify
the correct button to press. The least severe rating was as-
signed to any problem instance in which the user was able to
complete the step in which the issue occurred but either had
a confusion level of less than 3 and exploration of 30 seconds
or less or had a confusion level of 2 or less, a frustration level
below 3, and exploration in the range of 30 to 60 seconds,

inclusive. For example, a user reported a confusion level of
2 but spent no additional time exploring when confronted by
two buttons right next to each other that appeared to provide
the same functionality. The medium severity rating was as-
signed to all problem instances that did not meet the criteria
for either most or least severe. As an example, a user reported
2.5 for confusion, 2 for frustration, and spent over 1 minute
figuring out how to create a new user due to a reported lack
of guidance on how to proceed.

Of the 277 unique problem instances identified by users (see
table 3), 85 have severity ratings of 3, 49 have severity ratings
of 2, and 143 have severity ratings of 1. Table 5 shows pre-
dicted problem instances by severity rank for each team, the
teams on each task, and overall.
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Table 5. Thoroughness by severity level for problem instances.

Notably, the prediction rates are relatively uniform across the
severity levels for all teams, individually and grouped. This
suggests that the CC method avoids the common problem of
detecting a larger proportion of trivial problems.

Evaluator Mispredictions
We computed the number of walkthrough steps in which eval-
uators only predicted usability problems that users never ex-
perienced. If a walkthrough step predicted at least one prob-
lem instance, it was not counted as a false positive. We have
identified a total of four false positives for Task 1, represent-
ing 7.7% of the 52 steps. For Task 2, three false positives
were identified, representing 4.5% of the 66 steps. Overall, 7
false positives, or 5.9% of the 118 steps, were identified.

This analysis most likely understates the number of false pos-
itives when compared to assessments made on a problem
rather than a step basis. This is a limitation of our study,
which is due to the fact that we did not ask evaluators to de-
rive a list of usability issues based on their observations.

We also assessed how accurately the teams’ responses to
question 2(a) (exploration) predicted the statistics on how
many users spent time on exploring the interface and how
long they spent. The data showed evaluators commonly over-
estimating the number of people unable to figure out what
to do. For two of the teams, higher scores in question 2(a)
corresponded to higher levels of exploration by the users, but
there was no such relationship for the other two teams. Ques-
tion 2 is the only one that asks evaluators to consider users



Problem Type (Frequency)

Insufficient guidance with error message (12)
Did not look up plant for material (10 )
Confusion over warning concerning record flagged for deletion (6)
Confusion about fields in search interface (5)
Inappropriate error, avoidable with clearly marked required fields (3)
. . .

Table 6. Five most frequent error-related usability problem types for
Task 2.

 

errors 

critiqued

out of 9  in user-

error set %

out of 3 seeded 

errors %

Team C 8 6 67 2 67

Team D 7 5 56 3 100

together 12 8 89 3 100

Table 7. Coverage of errors by evaluator teams in Task 2.

with a “range of experiences.” This aspect of the question may
have caused difficulties in the assessment due to the various
ways that the evaluators might have accounted for that range.
Method adjustments are needed to mitigate this issue.

Detecting and Evaluating Errors
To test the effectiveness of the method with respect to eval-
uating error-related system behavior, we have designed Task
2 (Create Purchase Order) to include three potential (seeded)
errors by presenting the data in the user’s task description in
a way that did not match the system-prescribed order of data
entry and including one incompletely specified task param-
eter. The action-step sequence given to the evaluator teams
exposed them to the same set of seeded errors. The designed
task with seeded errors represented a realistic scenario.

User data from Task 2 revealed that users experienced 13 dif-
ferent error situations, including the 3 seeded errors. Of these
13, the expert review identified 9 as having been a cause of a
usability problem. Henceforth, we refer to these 9 problems
as the user-error set. The two evaluator teams critiqued 12
different error situations, of which 8 were found in the user-
error set.

We identified 48 problem instances, 31 PTPS, and 14 problem
types related to the user-error set. A problem instance was
deemed related to an error if it involved the user’s inability to
see or understand the error or warning message, the user’s
inability to respond to an error with an appropriate fix, or
user frustration at the inappropriateness of the error to the
situation. The five most frequent error-related problem types
are shown in table 6.

Table 7 shows the error evaluation rates by the teams with
respect to the user-error set and the set of seeded problems.
As we can see, the evaluator teams detected and evaluated
89% of the errors in the user-error set.

The summary of the error-related prediction rates is presented
in table 8. In each row, the data with respect to all evaluated
errors is followed by the the seeded error data. The prediction
rate data is shown by problem instance, PTPS, and problem

type for all errors critiqued by a team and for the seeded er-
rors. Within each of these categories, the number of predicted
versus predictable items and the resulting prediction rate are
reported. Note, however, that even if the rates were computed
over the instances corresponding to the entire user-error set
instead of only the predictable ones, they would remain high
at 90%, 94% and 93%, respectively, for teams C and D taken
together.

As we can see, the critique method led to an assessment of
more than twice as many error situations as were seeded and
covered all but one of the errors that caused usability prob-
lems in the user tests. There were four critiqued errors that
did not predict any usability issues from Task 2. Of these four,
two predicted problems related to the system login procedure
and were experienced by users working on Task 1. The third
was a false alarm, which predicted a problem in a situation
where users did not experience any issues, and the forth eval-
uated a Task 2-specific error that was not experienced by any
users.

DISCUSSION AND CONCLUSIONS
We have presented a novel usability evaluation method, called
Collaborative Critique, and presented the results of its initial
testing in which predictions derived with our method were
compared to the usability problems experienced by users in a
comprehensive laboratory study.

The results of the initial evaluation of the CC method pre-
sented here are promising, with our analysis confirming the
soundness of this method. The observed strengths of CC lie
in the specific attention to the error-related behavior of the
system and its ability to uniformly detect problems across the
severity spectrum. The seven CC questions revealed systemic
as well as localized usability problems, as reflected by the
problem instance and PTPS prediction rates. The four teams
predicted 70% of all predictable usability instances, 71% of
problem types, and 67% of problem types per step. On the
task that included error evaluations, the error-related predic-
tion rates ranged from 93% to 100%.

A distinguishing factor of our evaluation is the context of the
ERP domain in which it was conducted. The number of us-
ability problem instances identified in our user study attests
to the scope of issues experienced by users of ERP systems,
with 115 instances in the 52-step Authorizations task (Task 1)
and 162 in the 66-step Purchase Order task (Task 2). Overall,
277 unique problem instances were identified.

The main limitation of the presented evaluation is the small
number of walkthroughs performed. Because of this, the
quantitative measures are only initial indicators of the effi-
cacy of the method. Further studies are necessary to more
thoroughly assess the strengths and weaknesses of the CC.
There were obvious differences in the performances of the in-
dividual teams per task, with the two teams on Task 2 predict-
ing noticeably larger proportions of usability problems. Our
analysis of these differences shows that they can be at least
partially attributed to the Task 2 teams engaging in more ex-
ploration of the system, and by the fact that these teams pro-
vided more detailed responses to the CC questions. This ex-
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Team C 37(39) 95 23(24) 96 10(11) 91 20(23) 87 12(14) 86 6(7) 86
Team D 25(32) 78 15(21) 71 6(10) 60 19(23) 83 11(14) 79 4(7) 57
together 43(45) 96 29(31) 94 13(14) 93 22(23) 96 14(14) 100 7(7) 100

Table 8. Summary of prediction rates of error-related problem instances in Task 2.

planation can only be borne out by conducting a larger scale
evaluation. In addition, these results point to improvements
that can be made to our method by honing our training mate-
rials and instructions to the teams.

Only some aspects of the data collected from this evaluation
have been presented here. Additional quantitative and qual-
itative analyses are on-going, as is the fine-tuning of the CC
questions and procedure.
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